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Abstract

In applications such as processor-memory interconnect,
1/0 networks, and router switch fabrics, an interconnection
network must be scalable to thousands of high-bandwidth
terminals while at the same time being economical in small
configurations and robust in the presence of single-point
faults. Emerging optical technology enables new topolo-
gies by allowing links to cover large distances but at a sig-
nificant premium in cost compared to high-speed electri-
cal links. Existing topologies do not cost-effectively exploit
these optical links. In this paper we introduce SOENet, a
family of topologies that exploits emerging high-speed op-
tical and electrical links to provide cost effective scalabil-
ity and graceful degradation in the presence of faults. We
show that SOENet scales more economically than alterna-
tive topologies. For networks scalable to 32,000 nodes, a
32-node SOENEet costs 4x less than a 3-D torus. Finally we
investigate the fault tolerance properties of these networks
and show that they degrade more gracefully in the presence
of faults than alternative topologies.

1 Introduction

Interconnection networks are widely used to connect
processors and memories in multiprocessors [20], as
switching fabrics for high-end routers and switches [9], and
for connecting 1/O devices [18]. Large scientific comput-
ers, e.g., ASCI White [1], have thousands of processors and
large internet routers, e.g., the Avici TSR, are scalable to
thousands of ports. These applications, and many others,
demand a network that is economically scalable: a network
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that is inexpensive in small (less than ten node) configura-
tions but can be incrementally expanded from this size to
large (many thousands of nodes) configurations.

In addition to being economically scalable, an intercon-
nection network must also provide service guarantees. In
applications such as switches and routers, guaranteed band-
width is essential because there is no backpressure and the
router must deliver packets for arbitrary and even worst case
traffic patterns. Bandwidth guarantees are also important in
throughput-sensitive 1/0 networks.

For some applications, these service guarantees must be
met even in the presence of equipment failure. When a net-
work link or router fails, the performance of the network
should degrade gracefully rather than fail abruptly.

Recent developments in high-speed electrical signaling
[10] and parallel optical links [12] enable very high per-
formance interconnection networks. These new technolo-
gies also change the design space of interconnection net-
works and greatly change the cost/performance equation.
High-speed electrical links enable router chips with total pin
bandwidth approaching 1Tb/s [13] at very low cost. How-
ever, these high-speed electrical links are limited to rela-
tively short distances: about 1m over a backplane and about
10m over a cable. Parallel optical links extend the range of
these high-speed signals up to 1 km. However, one pays
dearly for these long links. The cost per unit bandwidth
of an optical link is about 17x more expensive than for a
high-speed electrical link (see Section 2).

To exploit this emerging high-speed signaling tech-
nology, we introduce Scalable Opto-Electronic Network
(SOENEet), a family of network topologies that provides eco-
nomical scalability and graceful degradation in the presence
of faults while minimizing the number of long (and hence
expensive) links.

A SOENet is constructed from many M -node local sub-
networks, each of which is designed to be as large as practi-
cal without requiring long links. As shown in Figure 1, cor-
responding nodes of each local subnetwork are connected
by long links to a global switch slice. The number of global
switch slices is equal to the number of nodes per subnet-



work. The global switch slices grow in size as subnetworks
are added. A SOENet requires the smallest possible num-
ber of long links on a network of size N that must handle
arbitrary traffic patterns with guaranteed throughput.

For networks that scale to 32K nodes, a SOENet costs
about 4 x less than a torus network in small configurations
and about 2x less in large configurations. Our experiments
show that a SOENet degrades gracefully in the presence of
faulty channels. Failing 10% of the long channels in the net-
work results in only a 13% degradation in throughput. Thus,
SOENet can offer guranteed bandwidth in the presence of
faults by providing a small amount of excess bandwidth.

SOENet builds on a long history that includes Clos net-
works [6], BeneS networks [5], and fat trees [15]. Our work
extends these previous hierarchical networks by (a) opti-
mizing the topology to exploit the cost and distance proper-
ties of modern signaling technology, and (b) introducing the
concept of economical scalability and evaluating topologies
on this metric.

The remainder of this paper describes SOENet and their
properties in more details. Section 3 describes the topol-
ogy of SOENet, how these networks are incrementally ex-
tended. Section 4 compares the cost of SOENet to other net-
works, and investigates their fault tolerance. Related work
is described in detail in Section 5.

2 Signaling Technology for Interconnection
Networks

Electrical signaling is inexpensive but limited in range.
Modern ASICs are capable of driving and receiving sev-
eral hundred differential pairs each of which operates at
data rates of 3.125 Gb/s for an aggregate pin bandwidth ap-
proaching 1Tb/s [13]. Counting the cost of ASICs, back-
plane connectors, and backplanes (amortized over all of the
links carried by each), the total cost of a bidirectional elec-
trical backplane link is $6.51 per 3.125Ghb/s pair?, or about
$2.08 per Gb/s.

Unfortunately a typical backplane link is limited to about
1m in range (distance) by the frequency-dependent attenu-
ation of transmission lines fabricated on the backplane and
printed circuit cards. For network topologies that require
channels that are longer than this 1m limit for electrical
backplanes, parallel optical links are an attractive but ex-
pensive technology [12, 2, 3]. Optical modules are currently
available that provide 12 or 36 bidirectional 3.125 Gb/s
channels in a single package. Such an optical link costs
$111.46 per bidirectional 3.125Gb/s channel? or $35.67 per
Gb/s, a factor of 17 higher than an electrical link. Thus,

1This cost is derived from quotes for Teradyne VHDM-HSD connec-
tors and historical cost data on printed-circuit boards and ASICs.

2This cost is derived from quotes for an Infineon Paroli link and histor-
ical cost data for printed-circuit boards and ASICs.
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Figure 1. A SOENet consists of S subnet-
works of M nodes connected by long links
to M global network slices with S ports each.

there is a need for network topologies that are designed to
make efficient use of these costly resources.

3 SOENEet and Routing

SOENets are designed to make efficient use of modern
signaling technology by grouping nodes into local subnet-
works that can be connected entirely using electrical links.
Expensive optical links are only required to interconnect the
subnetworks through a set of global switch slices.

3.1 Network Topology

As illustrated in Figure 1, a SOENet of size N = SM
consists of a set of S local subnetworks each containing M
terminal nodes and M S-port global network slices which
contain only switch nodes, no terminals. Each terminal
node has one bidirectional connection to a global network
slice. All other connections from the terminal node are to
other terminal nodes within the same subnetwork. Each
global network slice connects corresponding nodes across
the subnetworks.

The subnetworks within a SOENet can be of any topol-
ogy, with one link added to each node to connect to
the global network slices. To realize the advantages of
SOENets, the local subnetworks should be small enough
that they can be realized using entirely short, electrical
links. Long expensive links are only used for connections
from the local subnetworks to the global network slices.

In our examples, we use torus networks (k-ary n-cubes)
for our local subnetworks. An n-dimensional torus subnet-
work with a terminal bandwidth of A on each node requires
a terminal node with degree §; = 2n + 1, 2n bidirectional
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Figure 2. Scaling of a SOENet. For small configurations all nodes are in a single local subnetwork and
no long links are required. As the node count increases, additional subnets start to be populated,
and some long links are required. The global slices are populated incrementally as nodes are added.

links with bandwidth s\ (where s is the link speedup) for
the torus, and a single bidirectional link with bandwidth A
to the global network slice.

A radix k torus requires that each local link have a
speedup of s = k/4 to handle worst-case traffic. That is,
the bandwidth of each local link must be at least b = sA =
Ak /4, to handle worst-case traffic.

The global fabric slices can also be realized with an ar-
bitrary topology and may themselves be SOENets for large
configurations. In our examples we use torus networks or
SOENets constructed from torus networks for the global
network slices. Each global network slice node requires a
degree of §, = 2n+ 2, 2n links with bandwidth s, a single
link with bandwidth X the level of the hierarchy above this
one, and a single link with bandwidth X to the level of the
hierarchy below this one (possibly the local subnetworks).

Routing in the SOENet is performed with a randomized
algorithm similar to the one used in the CM-5[17, 16]. Un-
like the CM-5, which has only long links in its network, our
algorithm utilizes extra bandwidth on the short links to load
balance the long links.

3.2 Scaling of SOENet

Figure 2 illustrates how a SOENet torus network scales
from a single node to maximum capacity. For clarity the
figure shows only four-node subnetworks (2 x 2 torus). Each
node in the figure represents a 4 x 4 array of nodes in the
following example in which each subnetwork and switch
slice is an 8-ary 2-cube (8 x 8 torus).

A torus with k& = 8 requires the speedup on the local
links to be s = k/4 = 2. For networks smaller than 64-
nodes, nodes are added one at a time to a single subnet-
work as shown in the left-most panel of the figure. For these
small configurations that fit in a single local subnetwork, no

global network slices or long links are required.

Once the node count exceeds 64, the next 64 nodes are
added to a second subnetwork as shown in the middle panel
of Figure 2. At this point a backplane is provided for each
of the M global switch slices and a single switch-only node
(no terminals) is added to the appropriate global slice for
each populated switch node in the local subnetworks. After
the second subnetwork is fully populated additional nodes
are added to a third subnetwork and so on. As each termi-
nal node is added to a subnetwork, the corresponding switch
node is added to a global network slice. The economic scal-
ability of the network derives from the fact that the nodes
of the global switch slices are added incrementally as the
local subnetworks are populated. Small networks are not
burdened with their cost.

When the node count reaches 4,096, each switch slice is
fully-populated with 64 switch nodes as shown in the right-
most panel of Figure 2. At this point further scaling requires
making each of the switch slices itself a SOENet, adding a
third layer to the hierarchy. Just as the jump from 64 to 65
nodes required adding a backplane for every global switch
slice and one switch node for every terminal node, the jump
from 4,096 to 4,097 nodes requires adding a second layer
of global switch slice backplanes and a second switch node
for every terminal node. Every terminal node has a corre-
sponding node on each level of the hierarchy.

4 Results
4.1 Cost Comparison to Other Topologies

Figure 3 compares the cost of scalable networks as a
function of the number of nodes. The figure compares three
SOENets to a torus, a crossbar, and a Clos network (with
m = n). The torus and SOENets scale to 32K nodes. The
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Figure 3. Cost of SOENet, torus, crossbar and
Clos networks

| Topology | Cost
Xbar NpaxG + NG
Clos NmaxG@+m - [E]- (G +1)
4D Torus (2s + 2G) - N + backplanecost
SOENet | N(ns+ £ +1- (ns + G)) + backplanecost

Table 1. Equations for network cost

crossbar scales only to 128 nodes and the Clos scales only
to 16K nodes®. Our cost model assigns half of the cost of
a link (electrical or optical) to the node at each end of the
link. Backplane costs include the cost of the printed-circuit
board and the backplane portion of all connectors.

We assume that each of the subnets (whether local or
global) has the same topology with paremeters n, the num-
ber of dimensions, and s, the local channel speedup. Using
this model, the cost of a SOENet as a function of the number
of nodes NV and parameters s, n, and G is given by:

N -((ns+ %) +1- (ns+ G)) + backplanecost
Here the first term gives the cost of electrical links in the
local subnetworks and the cost of the local subnetwork side
of the long link to the global network slice. The second term
is the number of levels of hierarchy in the global network
slices, I,multiplied by the cost per level. Each level of the

3The crosshar is limited to 128 nodes because this is the largest switch
that can be implemented with existing crosspoint chips [13]. Similarly the
Clos is limited to 16K nodes because this is the largest 3-stage Clos that
can be implemented with 128-port crosspoints.

global slice hierarchy has a cost of ns for the local links
within the level, and a cost of G for the long links to the
next higher and lower levels of the hierarchy. The number
of levels in the SOENet is given by:

_ logN
I= (logM — 1]
where M, the number of nodes in a subnet, is given by

M=(4-s)"

The cost equations for each network are shown in Ta-
ble 1. The results assume a cost ratio of G = 10 between
the pins for optical and electrical links. The effect of vary-
ing the value of G is studied at the end of this section.

The SOENets have very low cost in small configurations
because they only need to provide enough bandwidth to
connect a local subnetwork. There is a steep jump in the
cost of the SOENEet at the point where the network size ex-
ceeds one subnetwork. This happens at 64-nodes for the
n = 3,s = 1 network and at 256-nodesforthen = 4,s = 1
network. The n = 3,s = 1 network incurs a second jump
at 4K nodes where a third level of hierarchy must be added.

The torus network is more expensive than the SOENet
in small configurations for two reasons. First, because it
must scale to Npax = 32K nodes without adding levels of
hierarchy, it requires twice the channel speedup, doubling
the cost of each node. Second, and more importantly, it
requires long, expensive links even in small configurations
since long links are required for all channels in two of the
four dimensions. In small configurations, the SOENet is
about 3.93 times less expensive than the torus network be-
cause it entirely avoids long links. In large configurations
the SOENet is about 1.81 times less expensive than the torus
because it needs only a single long link per node with unit
bandwidth compared to the torus which requires two long
links per node with s = 2.

The crossbar network shown has an unfair advantage in
that it only has to scale to N, = 128 nodes. Even so, it
is very expensive in small configurations. This is because
the entire switch side of the crossbar including half of each
global link, NmaxG, has to be paid for with the first node.
While the crossbar is more efficient than the torus when it
is fully populated, this would not be the case for a torus
sized to scale to only 128 nodes. The Clos network only
scales to N.x =16K nodes and is similar to the crossbar
in that the entire middle stage of the 3-stage Clos must be
paid for up front resulting in very high per-node costs in
small configurations. We have assumed a flat 3-stage Clos
network with no speedup. The factor m in Table 1 refers
to the number of inputs to one node of the first stage of the
Clos network. These nodes can be added incrementally as
increasing number of terminal nodes are needed. We have
used m = 128 to obtain our results.
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Figure 4. Network cost for various values of
G.

Figure 4 shows the cost of the various networks for dif-
ferent values of G. We note here that with G = 1, there is
little advantage in using SOENet over torus networks. How-
ever, even with G = 3, we see that the cost of a torus net-
work is larger than a SOENet for all network sizes. This
advantage becomes more pronounced with increased values
of G. The Clos network always has a very high startup cost
for every value of G looked at.

4.2 Fault Tolerance

A SOENet provides a large number of edge and vertex
disjoint routes between all pairs of nodes enabling it to pro-
vide a high degree of fault tolerance and to gracefully de-
grade performance in the presence of faults. This path di-
versity leads us to expect that if 10% of the long links were
to be disabled, we would get a loss of 10% in throughput.
To test this, simulations were performed disabling a vary-
ing percentage of the long links in the SOENet, and mea-
suring the observed throughput compared to the base case
where all links are functional. The results obtained from
these simulations are presented in Figure 5.

As expected, the performance of the network does de-
grade gracefully. The presence of the faults in a few of the
long links leads to a small loss in network throughput, and
does not cause a sudden failure of the network. For exam-
ple, a loss of 10% of the links leads to about a 13% drop in
performance in the network. This number is slightly higher
than the expected 10%, but that can be explained by con-
sidering the load on the electrical channels in the local sub-
net. The traffic to the nodes connected to the ’defective’
long links would be reduced, resulting in higher traffic in
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Figure 5. Fault tolerance: throughput of
SOENets with some long links disabled

the other parts of the subnet. This added congestion results
in lower throughput of the network. One possible solution
to this problem is to overprovision the local links, thus re-
moving that bottleneck from the system and allowing full
use of the more expensive optical links.

5 Redated Work

We developed SOENEet as a topology that exploits inex-
pensive, short-range, electrical links in combination with
expensive, long-range, optical links to provide economic
scalability.

Other papers have looked at the problem of finding effi-
cient topologies given technology cost models and at the
problem of fitting a topology to the available packaging
technology. A method for adapting fat-tree networks to the
bandwidth available in a given packaging technology is de-
scribed in [14]. In [7] networks are assumed to be limited
by wire bisection and low-dimensional k-ary n-cube net-
works are found to offer minimum latency under this as-
sumption. Reference [4] combines a wire bisection limit
with a pin limit and concludes that a slightly higher dimen-
sionality is optimal. Reference [8] adds express channels to
a k-ary n-cube to balance wire and router delay and shows
how channel bandwidth can be matched to the packaging
technology. In [19] the impact of pipelining the channels in
a k-ary n-cube is studied.

SOENets are tree-like networks. Many variations on
hierarchical, tree topologies have been proposed over the
years. Clos networks [6] and BeneS networks [5] are non-
blocking hierarchical networks. An X-tree [11] is a tree
architecture with all nodes at a given level of the tree con-
nected by a set of channels. A fat tree [15] is a tree network
where the width or number of channels at each level of the
tree is increased to reduce congestion near the root of the



tree. A fat-tree without dilation at each level is isomorphic
to a Benes network [5].

Our work on SOENet extends these previous results on
matching topology to technology and on tree-structred net-
works in four key ways. First, our work is the first to con-
sider the case where networks are constructed from two
types of channels with different parameters, and in particu-
lar where a high cost is paid for long channels. Second, our
work is the first to address the problem of enabling scala-
bility to large numbers of nodes while keeping the cost of
small configurations low. Third, our hierarcical networks
differ from previous tree-structured networks such as fat
trees by using a torus network to implement each node of
the tree which enables much larger tree nodes for a given
set of technology constraints and introduces short links into
the network. Finally, our topology is the first that optimizes
the parameters of the tree (node size and depth) to exploit
the cost difference between short and long links.

6 Conclusion

SOENet enables networks to scale to a large number of
nodes while being very economical in small configurations.
With a SOENet, the cost of scalability — adding long links
and network switch slices — is incurred only when the net-
work scales to this size. The only cost in small configura-
tions is one extra port per node. This is in contrast to cross-
bar and Clos networks, where nearly half the cost of the
fully populated network must be paid up front, and torus
networks where the port bandwidth of each individual node
must be increased to enable scalability to large sizes. For
networks that scale to 32K nodes, the cost of a 16-node
SOENet is about one quarter the cost of a 16-node torus
network.

SOENets are particularly well suited to contemporary
electrical and optical interconnect technology. The topol-
ogy exploits the inexpensive nature of short electrical links
to construct the local subnetworks and switch slices. Expen-
sive, but long-range, optical links are used only to connect
levels of the hierarchy. The result is a network that uses
fewer long, expensive links than alternative topologies, and
hence a less expensive network for a given size and band-
width. This efficient use of long links is reflected in the
relative cost of different topologies in a maximal configura-
tion. A 32K-node SOENet is about half the cost of a torus
network of identical size.

While we have developed SOENet to exploit the prop-
erties of off-chip electrical and optical links, they can be
applied to exploit the properties of other link types. In par-
ticular, they are well suited to networks that employ both
short, on-chip interconnections and long, off-chip intercon-
nections. The same techniques that make efficient use of
long optical links can be used to best exploit the limited off-

chip bandwidth of such networks.

A SOENEet is fault tolerant, degrading gracefully in the
presence of channel faults. Our simulations show that fail-
ing 10% of the channels results in a througput degradation
of 13%. This graceful degradation enables the use of N+M
redundancy in a SOENet.
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